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Introduction 

Problem: Learning models should consider multiple known classes and also 

be able to reject unknown classes or detect them as novel during testing. 

This is the open-set condition. 

Why: Real-world tasks in computer vision are multi-class recognition with 

incomplete knowledge of the world and many unknown inputs. 

How: Learn the manifold and the distribution of the known samples by 

training an adversarial auto-encoder (AAE) network, compute novel score 

and then classify. 

• Despite the open nature of the world, typical recognition tasks are 

defined under  closed-set conditions (all categories are fixed and known). 

• Learning models will select the most likely class from a closed known set. 

• Learning models should consider multiple known classes and also be able 

to reject unknown classes. 

• SVM Based Approaches 

• Statistical Based Approaches (EVT) 

• Deep Learning Approaches 

• Generative Based Approaches 
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